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Abstract 
Cognitive radio technology has been recently been 

introduced to opportunistically exploit the spectrum. 

Secondary users are allowed to utilize licensed spectrum 

bands as long as they do not cause unacceptable 

interference with licensed users. Such flexibility alleviates 

the crowding issue in particular spectrum bands and greatly 

enhances the efficiency of spectrum utilization. The main 

challenge in any cognitive radio system is to maximize 

secondary user’s throughput while limiting interference 

imposed on licensed users. In this regard, finding the 

optimal and accurate sensing techniques are of great 

importance in a cognitive radio networks. 

This paper presents a comparative performance analysis of 

three broad non cooperative SS techniques i.e. energy 

detection, cyclostationary detection and matched filter 

detection. Simulation is performed for various performance 

parameters (Pd, Pm, Pf) as a function of SNR.  

Simulation is done using MATLAB 2013a. Simulation 

results obtained for comparative analysis shows that 

cyclostationary detection scheme provides better 

performance under low SNR and matched filter scheme 

maximize SNR value at any value of detection probability. 

Keywords: Spectrum Sensing, Software Defined 

Radio, Cognitive Radio, Cooperative sensing, Non-

Cooperative sensing, energy detection, 

cyclostationary detection, matched filter detection. 

1. Introduction 

Over a last decade wireless communication has 

become fastest growing field of communication 

industry. Now, it is hard to imagine life without 

wireless applications (like cellular telephony, 

wireless internet) and wireless devices (like mobiles, 

laptops and tablets etc.). Apart from these new 

applications like smart home appliances, wireless 

senor networks, remote telemedicine, automated 

factories and wireless automation etc. are present 

everywhere. This results into increase in number of 

users requiring access of wireless system and services 

but wireless spectrum is limited. This leads to 

spectrum scarcity; menses limited spectrum causes 

hurdles in implementation of new wireless services. 

Practical measured Spectrum utilization between 0-6 

GHz at Berkeley Wireless Research Centre (BWRC) 

explored in [1]. In [1], measurements shows lower 

frequency band is highly utilized and at higher 

frequency spectrum utilization is poor. This poor 

spectrum utilization is termed as spectrum hole. This 

indicates that spectrum scarcity is nothing but only a 

false belief.  Basically spectrum scarcity problem is 

due to fixed spectrum allocation policies, lack of 

flexibility in system, and inefficient spectrum 

utilization like utilization of public safety band (410-

470 MHz) and unlicensed band (2.4 GHz) is only 

16.6% and 1.5% respectively [2]. Apart from these 

measurements carried out at various countries show 

5-50% spectrum utilization [3-5]. This suggests that 

real problem is not spectrum scarcity but inefficient 

spectrum utilization. To address this problem 

Spectrum Policy Task Force (SPTF) prepared a 

report under guidance of Federal Communications 

Commission (FCC) [6]. This report pointed out at a 

particular time in licensed spectrum most of allocated 

channels are completely free, some are partially used 

and some are heavily used. This report also 

recommends certain rules and regulation to carry out 

efficient spectrum utilization. A possible solution  to  

these  problem  has  been  provided  if  licensed  

spectrum  is  made  available  to unlicensed users 

provided there is no interference with licensed users. 

This can solve almost all spectrum scarcity problems, 

and this solution can be achieved via intelligent radio 

system called CR.  CR  is  a  novel  technology  to  

solve  the  spectrum  sharing  problem  and  allow 
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secondary  users  to use spectrum on  opportunistic  

basis, but it is currently a big  challenge  for  

spectrum  management  system.  The reason for that 

is the need for self-adaptability and flexibility of the 

CR.  As CR has to automatically analyse its radio 

spectrum environment to identify temporarily vacant 

spectrum and use it by adapting to the environment 

by changing its transmission parameters. This implies 

most important part on which overall operation of CR 

depends is how efficiently it sense radio 

environment, hence most research currently focuses 

on SS in CR.  

2. Problem Definition 

The term Software Defined Radio (SDR) coined by 

Mitola in 1992. SDRs is a reconfigurable radio 

system in which radio parameters (like type of 

modulation, type of  coding scheme and transmitting 

power of PU signal) can be adapted according to 

changes in the sensing environment or more 

specifically a radio whose physical layer behavior is 

defined by software. SDR support broad range of 

frequencies, air interfaces, application software and 

has ability to change initial configuration to satisfy 

user requirements [10].  

The term CR was firstly described by Joseph Mitola 

[8]. According to Mitola “CR as a radio capable of 

analysing the environment (as channels and users), 

learning and predicting the most suitable and efficient 

way of using the available spectrum and adapting all 

of its operation parameters”. 

Realization of CR technology is very complex as it 

involves several field of research like signal 

processing, smart antennas, hardware architecture, 

Medium Access Control, communication theory, 

Dynamic Spectrum Access (DSA) methods, protocol 

design, cognitive network architecture etc. But 

performance of collective operation of all these fields 

depends upon how effectively task of SS is carried 

out. Moreover real time SS is more critical which 

include dynamic scenario and continuous changing 

parameter value.  

Hence, main idea of this work centered around SS. 

Here, problem of SS is formulated as binary 

hypothesis testing problem to decide presence or 

absence of primary user. There exists number of SS 

techniques in literature, among them energy 

detection, cyclostationary detection and matched 

filtering are most important. Our objective is to 

compare performance of these most important 

existing techniques. This explores reliability and 

robustness of decision made by SS methods in under 

different constraints.   

3. Cognitive Radio Architecture & Cycle 

CR architecture is based on fundamentals design 

rules by which sensors, Autonomous Machine 

Learning and SDR may be integrated to create a 

aware and adaptive system (shown in Figure 1.1). 

3.1 CR Functional Components 

There are six functional blocks in CR architecture 

and a specific hardware to implement these function 

is necessary, although CR is an emerging technology 

so far, boxes can be considered functional, not 

physical. 

Figure 1.1: Functional Cognitive Radio Architecture
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These functional components are [11, 12]: 

 User Information Block: This interface block 

performs audio and video sensing and perception 

(observation) function. 

 Environment Sensor:  This block sense 

environment in terms of location, temperature, 

accelerometer, compass, etc... 

 System applications:  This block is responsible 

for media independent services like playing a 

network game. 

 SDR Block: This block perform functions like 

RF sensing and SDR radio applications. 

 Cognition Control Block: This block perform 

cognition functions like system control, 

planning, and learning. 

 Local Effect Indicator: Functions performed by 

this block includes speech synthesis, text, 

graphics, and multimedia displays.  

3.2 Cognitive Cycle 

CR architecture and its functional components don’t 

completely describe each and every aspects of CR.  

To provide fundamental cognitive capabilities CR 

architecture is integrated with machine learning. 

Fundamental capabilities require to observe (sense, 

perceive), to orient, to plan, to decide,   to act and to 

learn.  These capabilities are shown by a sequence of 

events called cognitive cycle (shown in Figure 1.2). 

CR system continually observes (senses and 

perceives) its own environment via user interface and 

sensors.  External  stimuli  are explored  in  the  

orient  phase  to  determine  their  meanings  and  

their priority.  Based upon experience system  

respond  to  a  stimuli,  like  particular  RF conditions 

and signals,  and  more,  with  an  immediate  

reaction  or  a  planned activity like when PU shows 

its activity in licensed band, SU has to immediately 

vacate specified channel. Typically, the reactions and 

CR behaviors are planned with specifics Cognitive 

functions. Actions are to save data or to search a new 

RF channel. In every case, the actions are not always 

unique.  It's  possible  that  the  current  stimulus  is  

common  to  more plans so the system should decide. 

The choice depends by CR experience and user's 

application. The perception, observation, decision 

and action functions cause the CR learning i.e.  

system  counts  the  occurrences  of  the  events  (it  

makes  a  statistic)  and remembers  its  past  

decisions  based  on  the  external  stimuli  and  user's 

preferences. The learning also occurs when new 

decision models and planning tools are embedded in 

CR system. 

 

Figure 1.2: Cognitive Cycle
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4. Spectrum Sensing Research 

Methodology 

Basically SS should be able to give general picture of 

entire radio spectrum. This allow CR network to 

analyse specified spectrum to predict spectrum usage. 

SS problem is similar to signal detection in noisy 

environment. Analytically, this can be given by 

binary hypothesis test as shown in Figure 1.3 [19]. 

 

Figure 1.3: Binary hypothesis for SS 

 

Where, 

y(t) is received sample analyzed at every t 

w(t) is noise (not necessarily AWGN) 

s(t) is desired signal network wants to detect 

 

H0 and H1 are noise only and signal plus noise 

hypothesis. H0 corresponds to null hypothesis i.e. no 

PU signal in radio spectrum where H1 represent the 

condition when PU transmits in spectrum. 

There are four possible outcomes of binary 

hypothesis  

• CASE 1: Declaring H0 when H0 is true (H0/H0) 

• CASE 2: Declaring H1 when H1 is true (H1/H1) 

• CASE 3: Declaring H0 when H1 is true (H0/H1) 

• CASE 4:Declaring H1 when H0 is true (H1/H0) 

Case 2 is known as correct detection where case 3 

and case 4 represent miss detection and false 

detection respectively. Performance of any detection 

scheme depends upon miss detection and false 

detection. A higher value of miss detection leads to 

interference with PU signal and a higher value of 

false detection limit complete exploitation of 

spectrum opportunity. 

There are two fold functions of SS, first to determine 

presence and absence of signal and second, to 

differentiate PU signal from SU signals. For finding 

how much effective our detection scheme is 

performance measure for each SS technique is 

defined. 

Conventionally, sensitivity and specificity are used to 

determine performance of any SS technique [21]. 

These performance parameters are measured in term 

of detection Pd and probability of false alarm Pf, 

respectively. Pd is probability of correct detection of 

PU signal provided hypothesis H1 in specified band 

of frequency. Mathematically,  

 Pf implies that SS method incorrectly decide PU 

signal provided H0 hypothesis in specified band of 

frequency. it is given as, 

 In any SS scheme, for best performance Pd should 

be as high as possible and a lower value of Pf is  

desirable.  One  more  significant  parameter  of  

attention  is  the  probability  of  missed detection 

Pm. Pm  indicates the probability of not detecting PU 

signal provided H1 hypothesis i.e. it enable to detect 

when PU actually present. Mathematically, 

 If Pf and Pm are high, probability of making wrong 

decision increase and performance of SS technique 

degrades, as high Pf corresponds to poor spectrum 

utilization/exploitation by CR and high Pm results in 

increased interference with PU signal. Hence the 

main challenge in any SS approach  is  to  keep  both  

Pf  and  Pm  under  certain  maxima  of  overall 

system i.e. minimum value of Pf and Pm which 

improve total performance. 

Number of methods present in literature based upon 

non cooperative detection, but energy detection, 

matched filter detection, cyclostationary detection 

and waveform based detection are important and 

discussed in detail. 

4.1 Energy Detection 

In this method energy of received signal is compared 

with predetermined threshold to make decision about 

spectrum occupancy. Threshold is set based upon 

noise floor in the operating environment. This 
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method is especially suited when CR can’t gather 

sufficient information about PU signal i.e. in case of 

wideband sensing. Critical  thing  in  energy 

detection  is  to  set  appropriate  threshold  value  

[22, 23].  

If we defined T(y) as test statistics given in form of 

energy of received signal, energy detection decide 

among  two  hypotheses  H0  and  H1  by  comparing  

T(y)  with  predefined threshold voltage λ as 

 

If threshold λ is low, Pf increases which result into 

poor spectrum utilization and a higher value of λ 

leads to higher Pm which in turn cause increase 

interference with PU signal. Hence always exist a 

trade-off between Pf and Pm. 

 

Figure 1.4: Block Diagram of energy detector 

Test statistics for energy detector is given as 

 

T(y) represent energy of received signal y(n). 

 

4.2 Cyclostationary Detection 

 

 

Figure 1.5: Block Representation of Cyclostationary Detector 

 

Figure 1.6: Block Representation of Matched Filter Detector

Assuming a complex deterministic sinusoidal PU 

signal s(t) and it is passed through AWGN channel 

for Fig. 1.5, resulting into addition of noise w(t); 

 

Where, A= Amplitude of PU signal, 

f = frequency of signal and 

θ = Phase of PU signal (Initial).  

The mean value corresponding to y(t) will be, where 

y(t)=s(t)+w(t). 
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Where, Q( , ) = Generalized Marcum Q function 

 

4.3 Matched Filter Detection 

This is an optimal detection scheme but it requires 

prior information about PU signal such as preamble, 

signalling for synchronization, pilot pattern for 

channel estimation etc. at receiver end. Block 

diagram for matched filter detector is represented as 

in fig. 1.6. 

Here, input signal s(t) is passed through A/D 

converter to get discrete time signal s(n). This signal 

further multiplied with prior information s*(n). Test 

statistics corresponding to matched filtering operation 

of this multiplied signal is formed which is further 

compared with threshold value to make decision 

about presence or absence of PU. This is a coherent 

detection scheme; test statistics for this is given as 

 

As received signal is combination of PU signal and 

noise so, in this case test statistics become 
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5. Simulation & Results 

Energy detection, cyclostationary detection and 

matched filter detection are three most important SS 

techniques in literature. Analytical model for these 

schemes are presented in previous sections. Results 

based on analytic simulation are presented in this 

section. Simulation is done using MATLAB 2013a 

for number of samples = 1000, λ=.5 and SNR 

variations range from -20 to +10 in dB.  

Figure 1.7 explores comparative 

performance of energy detection, matched filter 

detection and cyclostationary detection in terms of Pd. 

This plot yields two very important results. One, 

consider at SNR= -10 dB Pd achieved by energy 

detection, matched filter detection and 

cyclostationary detection is 0.45, 0.01 and 0.76 

respectively. This suggests that at -10 dB which is 

standard for 802.22 working group, cyclostationary 

detector outperform other two schemes. 

Cyclostationary detection perform better under low 

SNR as it exploit built in periodicity of PU signal. It 

can easily differentiate between PU signal and noise 

signal because noise signal can never be 

cyclostationary. 

 
Figure 1.7: Detection probability (Pd) Vs. SNR 

 

 
Figure 1.8: Miss Detection Probability (Pm) Vs. 

SNR 
 
At -18 dB, cyclostationary detection is 

only scheme that can detect signal with low 

probability as in this scheme decision statistics is 

based upon noise rejection property of spectrum. 

Second, for Pd=0.3, SNR achieved is -16 dB, 0 dB 

and -12 dB for cyclostationary detection, matched 

filter detection and energy detection respectively. It 

shows for a constant detection probability matched 

filtering maximizing value of SNR. Better 

performance of matched filtering operation is evident 

from the fact that it is coherent scheme and requires 

prior information at receiver end

 
Figure 1.9: False alarm probability (Pf) Vs. SNR 
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Figure 1.9 shows comparative analysis of 

three detection schemes in terms of Pf. Performance 

of energy detection scheme is worst in terms of Pf as 

it is a complete blind scheme i.e. it does not require 

any prior information. Analytical model and results 

obtained suggest that each scheme has its own pros 

and cons. Matched filter scheme optimize SNR value 

but it requires prior information. Energy detection is 

simple to implement but offers high false alarm 

probability. Cyclostationary detection offer correct 

decision but its implementation complexity is very 

high.  

 

6. Conclusion & Future Scope 

This paper presents a comparative performance 

analysis of three broad non cooperative SS 

techniques i.e. energy detection, cyclostationary 

detection and matched filter detection. Simulation is 

performed for various performance parameters (Pd, 

Pm, Pf) as a function of SNR. Simulation results 

illustrated that, cyclostationary detection outperforms 

energy detection and matched filter detection under 

low SNR because of its ability to differentiate 

between PU signal and noise signal. For any value of 

detection probability matched filter detection 

optimize SNR as compared to other schemes as it is a 

non-blind technique and require prior knowledge of 

PU signal.  

 

This work explores various challenges encountered in 

SS techniques. This thesis explores performance 

comparison of most important non-cooperative SS 

techniques. This research work can be extended into 

numerous ways; some of them are listed below. 

 Performance comparison among user mobility. 

 Performance comparison under imperfect 

channel estimation (i.e. diversity detection and 

fading). 

 Performance comparison in correlated and non-

identical diversity. 

 Performance comparison among diversity 

reception and Rician fading. 
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